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ABSTRACT

We present near-infrared (NIR) adaptive optics-assisted spectroscopic observations of the

CO (�μ = 2) absorption bands towards the centre of the giant elliptical galaxy NGC 1399.

The observations were made with NAOS-CONICA (on the European Southern Observatory’s

Very Large Telescope) and have a full width at half-maximum resolution of 0.15 arcsec (14 pc).

Kinematic analysis of the observations reveals a decoupled core and strongly non-Gaussian

line-of-sight velocity profiles in the central 0.2 arcsec (19 pc). NIR imaging also indicates an

asymmetric elongation of the central isophotes in the same region.

We use spherical orbit-superposition models to interpret the kinematics, using a set of or-

thogonal ‘eigen-velocity profiles’ that allow us to fit models directly to spectra. The models

require a central black hole of mass 1.2+0.5
−0.6 × 109 M�, with a strongly tangentially biased

orbit distribution in the inner 40 pc.

Key words: instrumentation: adaptive optics – galaxies: individual: NGC 1399 – galaxies:

kinematics and dynamics.

1 I N T RO D U C T I O N

Supermassive black holes (SMBHs) are thought to be the only vi-

able candidates for the massive dark object (MDO) observed at the

centres of many nearby galaxies. Indeed, recent near-infrared (NIR)

observations of the centre of the Milky Way have resolved individual

stars orbiting in close proximity to the central MDO (which coin-

cides with the radio source, Sgr A*) and these data rule out all other

plausible explanations for an MDO, other than an SMBH (Schödel

et al. 2003).

Significantly, a relationship between the mass of the SMBH and

the bulge luminosity of the host galaxy was discovered (Kormendy

& Richstone 1995), and subsequently a tighter correlation between

the SMBH mass M• and the velocity dispersion of the bulge σ (the

M•–σ relation) was measured (Ferrarese & Merrit 2000; Gebhardt

et al. 2000) of the form

log (M•/M�) = α + β log(σ/σ0), (1)

with σ 0 = 200 km s−1. Tremaine et al. (2002, hereafter T02) find

α = 8.13 and β = 4.02 and Ferrarese & Ford (2005, hereafter FF05)

find α = 8.22 and β = 4.86. Similar relations with low scatter

have also been found between M• and the infrared luminosity LIR

(Marconi & Hunt 2003) and between M• and bulge mass (Häring

& Rix 2004).

It is believed that the mass accretion history of an SMBH is linked

to the formation and evolution of its host (Haehnelt & Kauffmann

�E-mail: rcwh@astro.ox.ac.uk

2000; de Zeeuw 2004), and so such a precise relation, connecting

quantities on vastly different scales, provides an important con-

straint on models of galaxy assembly. It would be particularly re-

markable if it holds true for galaxies of different morphological

types, which most likely underwent very different formation and

evolution histories. For example, Faber et al. (1997) suggest that

power-law ellipticals and spiral bulges formed dissipatively whereas

core-like ellipticals formed from mergers, yet both appear to follow

the same relation. In practice, the relation can also be used to mea-

sure the mass of a host galaxy black hole (BH) where a dynamical

estimate is not possible (Aller & Richstone 2002; Yu & Tremaine

2002).

1.1 Contention

There has been considerable debate over the values of the parameters

α and β (Ferrarese & Merrit 2000; Gebhardt et al. 2000; T02; FF05).

The slope β is crucial for comparison with theoretical models that

attempt to explain the M•–σ relation, but currently the sample of

galaxies used by T02 (Fig. 1) and FF05 is somewhat limited and

biased. Of the 31 galaxies in the sample of T02, 18 are elliptical,

nine are lenticular and four are spiral (see Fig. 1). Although there

are roughly equal numbers of power-law and core ellipticals, there

remain few high-dispersion and low-dispersion galaxies where any

deviations from the canonical slope will be most obvious. Such bias

is not surprising considering that, until recently, only one telescope

could perform dynamical mass estimates with the required spatial

resolution: the Hubble Space Telescope (HST).
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Figure 1. The sample of T02 and their best-fitting correlation of the form

of (1) with α = 8.13 and β = 4.02: the symbols indicate the technique used

to derive the black hole mass (left) and the different morphological types

(right).

In order to estimate the mass of the black hole reliably, it is

necessary to resolve kinematics in the region of space where the

black hole potential dominates over the potential of the stars, a

point stressed by FF05. The radius of this sphere of influence (SoI)

is of the order

r ∼ G M•
σ 2

�

, (2)

where G is the gravitational constant and σ � is the average stellar ve-

locity dispersion of the spheroidal component. Ground-based obser-

vations have, in the past, been limited by atmospheric seeing to a res-

olution of around 1 arcsec or more. There are very few galaxies close

enough and with sufficiently large SMBHs to have an SoI larger than

this, so nearly all of the sample of T02 and FF05 comes from HST
data [diffraction limited full width at half-maximum (FWHM) of

∼0.047 arcsec at 5500 Å]. However, HST has its limitations.

Massive giant ellipticals which populate the high-dispersion re-

gion of the M•–σ plane are rare (so on average more distant) and

have low surface brightness centres with flat core-like density pro-

files (Faber et al. 1997). Although the total luminosity of such galax-

ies is high, they have too low a surface brightness to achieve high

signal-to-noise ratio (S/N) observations efficiently with HST’s 2.4-

m primary. Conversely, high S/N nuclear observations of galaxies

with steep power-law photometry (Faber et al. 1997) are feasible

due to their large numbers (therefore proximity) and rapid increase

in surface brightness towards the nucleus. Hence, less massive ellip-

ticals with steep power-law surface brightness profiles are common

in the sample of T02, but very massive ellipticals with core-like

surface brightness profiles are rare.

The low-dispersion region of the M•–σ plane is populated by

low-mass bulges in spirals that tend to be dusty and obscured at

the centre. Extinction is reduced at longer wavelengths (the extinc-

tion at 2.3 μm is only 10 per cent of that at V-band), but HST is

unable to probe the centres of such galaxies as it does not have a

suitable IR spectrograph. Therefore, less massive dusty spirals are

also underrepresented in the current sample.

The outcome of these selection effects is an uneven distribution

of galaxies along the σ axis: 70 per cent of the T02 sample have

120 km s−1 < σ < 250 km s−1. It is imperative that galaxies with

high and low velocity dispersions be investigated, not only to verify

the uniformity of the M•–σ relation over different morphological

types and a larger dispersion range, but also to better determine

the nature of the relation. The slope of the M•–σ relation remains

contentious (T02; FF05) because data points at the extremities, cru-

cial for defining the slope, are sparse. Furthermore, some theories

of galaxy evolution predict departures from the current power-law

relation which would only be detectable with more data at high and

low dispersions (Haehnelt & Kauffmann 2000; Zhao, Haehnelt &

Rees 2002).

Modern adaptive optics (AO) facilities on large 8-m class ground-

based telescopes (diffraction limited FWHM of 0.059 arcsec at

2.3 μm) are the key to solving this problem. The spatial resolution

achieved with adaptive optics is limited primarily by the diffrac-

tion limit of the telescope. In the case of NIR observations with an

8-m primary, this can match the spatial resolution of HST in the

optical. Furthermore, 8-m telescopes deliver high S/N observations

of low surface brightness objects and the NIR spectrographs avail-

able on ground-based telescopes are better able to probe obscured

dusty regions. We have undertaken a careful study to identify tar-

gets with bright reference stars close to the galaxy centre which are

underrepresented in the current M•–σ plane.

1.2 NGC 1399

The first of these targets to be observed is the giant elliptical

NGC 1399, which is the most luminous galaxy in Fornax and has

a core-like surface brightness profile characteristic of a cD-type

galaxy (Schombert 1986; Killeen & Bicknell 1988). Many dynami-

cal studies in the visible have been undertaken in the past (Bicknell

et al. 1989; Franx, Illingworth & Heckman 1989; Longo et al. 1994;

D’Onofrio et al. 1995; Graham et al. 1998; Saglia et al. 2000) al-

though none have been made in the NIR or with the spatial resolution

available with an AO system.

The velocity dispersion of the spheroidal component σ� is cal-

culated in different ways by different authors (Ferrarese & Merrit

2000; Gebhardt et al. 2000). As highlighted by T02, Ferrarese &

Merrit (2000) and subsequently FF05 calculate the rms dispersion

within a circular aperture of radius r e/8 while Gebhardt et al. (2000)

and T02 use the (luminosity-weighted) rms dispersion within a slit

aperture of length 2re. Whether or not the different definitions af-

fect the measured slope of the relation, it is important to measure

the corresponding values for NGC 1399 so like can be compared

with like.

The effective radius of NGC 1399 is reported to be 40 arcsec

by de Vaucouleurs et al. (1991). Using the long-slit data of Graham

et al. (1998) to give a slit aperture of length 2re centred on the galaxy

(±40 arcsec) and the photometry of Lauer et al. (2005), we calculate

the luminosity-weighted rms dispersion along the slit aperture to be

317 ± 3 km s−1 (the quoted error is an estimate of random error

only). NGC 1399 is therefore at the top of the T02 M•–σ plane,

with three other galaxies that anchor the relation (M87, IC 1459

and NGC 4649). The predicted BH mass for NGC 1399 is 8.7 ×
108 M�, so the SoI would be 0.38 arcsec (37 pc), much smaller than

even the best seeing at the best observatory sites.

Following Ferrarese & Merrit (2000), the rms dispersion within

a circular aperture of radius re/8 was estimated from the central

2 × 5 arcsec2 of Graham et al.’s (1998) data to be 329 ± 4 km s−1

(as before, the quoted error is a measure of the random error). The

relation of FF05 then predicts a BH mass of 1.89 × 109 M� and

the SoI would be 0.78 arcsec (75 pc), still not well resolvable with

the best seeing conditions.

Fortunately, NGC 1399 is ideally suited to AO-assisted observa-

tions. A bright (m v = 13.8) reference star exists only 17.6 arcsec

away from the galaxy centre. The galaxy is almost spherical, with

little or no rotation, so the slit is free to be aligned to the galaxy

centre and the AO reference star. This allows us to monitor the AO

correction as a function of time.
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One problem that plagues all stellar-dynamical estimates of black

hole masses is the degeneracy between mass and anisotropy (Binney

& Mamon 1982). Consider the case of a spherical galaxy. Using the

Jeans equation, the mass enclosed within radius r can be written as

(Kormendy & Richstone 1995)

M(r ) = v2r

G
+ σ 2

r r

G

[
− d ln j

d ln r
− d ln σ 2

r

d ln r

−
(

1 − σ 2
θ

σ 2
r

)
−

(
1 − σ 2

φ

σ 2
r

)]
, (3)

where v is the rotation velocity, σ r , σ θ and σ φ are the radial and

azimuthal components of the velocity dispersion, and j is the depro-

jected luminosity density. The first two terms in the square brack-

ets can be estimated almost directly from observations. Both are

positive for the vast majority of galaxies. The last two terms, how-

ever, depend on the the unknown anisotropy and can take either

sign. Their effect on M(r) is minimized for galaxies with steep

j(r) profiles, steep velocity dispersion profiles σ r and rapid rota-

tion v �= 0, all of which tend to be satisfied in power-law galaxies.

Core galaxies like NGC 1399, however, tend to be non-rotating

with shallow density and dispersion profiles. For such galaxies

it is particularly important to constrain the anisotropy by mod-

elling at the detailed shape of the galaxy’s line-of-sight velocity

profiles (VPs), for which high S/N spectra are essential (Gerhard

1993).

Using the NAOS AO system coupled with the CONICA NIR

imager/spectrograph at the European Southern Observatory’s Very

Large Telescope (ESO VLT), we have resolved the SoI of NGC

1399 and measured its stellar kinematics using the CO absorption

bands at 2.3 μm and the Ca I absorption feature at 2.26 μm. The S/N

of the spectra range from 90 to 20 over the region used to extract

kinematics, with S/N ∼ 70 at the CO bandhead (2.3 μm). We use

these kinematics to construct a spherical orbit superposition model

for the galaxy to estimate the mass of the central MDO. Throughout

this paper we assume a distance of 19.9 Mpc to NGC 1399 (Tonry

et al. 2001); the reader is reminded that BH mass scales linearly

with assumed distance.

The structure of this paper is as follows. The data reduction tech-

niques are discussed in Section 2; the kinematic analysis is dis-

cussed in Section 3; the imaging and kinematics are presented in

Section 4; and the discussion of their implications is contained in

Section 5. The dynamical modelling is described and discussed in

Section 6. Finally, Section 7 concludes.

2 DATA A N D R E D U C T I O N

2.1 Observations

AO-assisted K-band images (Ks filter) and K-band long-slit spectra

(SK filter) of the nuclear region of NGC 1399 were obtained with

NAOS-CONICA (Rousset et al. 1998; Lenzen et al. 1998) on the

nights of 2003 November 30 and December 01. The spectral range

extended from 1.79 to 2.45 μm, with a scale of 0.972 nm pixel−1,

although atmospheric transmission limits high-S/N data to 1.95–

2.45 μm. The spatial scale of the spectroscopy was 0.0543 arcsec

pixel−1; the scale of the imaging was 0.027 arcsec pixel−1. The

slit width was 0.172 arcsec (17 pc) corresponding to an instrumen-

tal resolution (λ/�λ) of 880 at 2.3 μm (as measured from the

width of the arc lines) and an instrumental broadening of σ inst =
145 km s−1. The conditions while observing were excellent, with

the seeing varying between 0.4 and 0.6 arcsec.

A total of 27 000 s (7.5 h) of useful on-source spectroscopic inte-

gration was achieved, with individual exposures lasting 300 s each.

Airmass ranged from 1.0 to 1.4, although 85 per cent of exposures

were made with airmass <1.2. The standard ABBA technique of

nodding back and forth along the slit removed the need for sepa-

rate sky exposures, and Fowler readout mode was used to minimize

readout noise. AO-assisted images of NGC 1399 were also taken for

a total of 80 s with the Ks filter together with an equivalent number

of sky exposures.

In order to remove the complex atmospheric transmission curve

(referred to as telluric absorption) from the object spectra, it was

necessary to observe several telluric standard stars (Section 2.3),

which have almost intrinsically featureless spectra in the NIR (e.g.

very hot O or B stars). As the strength of telluric absorption depends

on the airmass, on the first night telluric standards were observed

at airmasses of 1.02 (HD 25631) and 1.40 (HD 25631), and on the

second night telluric standards were observed at airmasses of 1.12

(HD 480) and 1.25 (HD 41814). The difference in airmass between

telluric and galaxy exposures on each night was never more than

0.2 airmasses. Two kinematic template stars were also observed at

low airmass: HD 11931 (K4III) and HD 25840 (M0III).

All stars (telluric standards and kinematic templates) were ob-

served with an identical spectrograph configuration to the galaxy

observations. However, for the stellar observations alone, it was nec-

essary to reduce the higher-order gain of AO correction to ensure

that the FWHM of the point spread function (PSF) was larger than

the width of the slit to match the spectral resolution of the galaxy

and stellar observations. With full AO correction, the FWHM of the

PSF was ∼0.1 arcsec, which would have been significantly smaller

than the 0.172 arcsec wide slit.

The position angle (PA) of the slit was 5.06◦ so as to include the

galaxy centre and AO reference star in the slit. This allowed us to

monitor and assess the AO correction. We assume that the SMBH

lies at the most luminous region of the galaxy (also assumed to be

at the centre of the galaxy), so it is important to position the slit to

sample this region or to be able to quantify any offset from it. Prior

to acquiring the galaxy, an image of the slit on the detector was made

by removing the grism and illuminating the slit with the flat-field

lamp. The slit image was then used as a bias for the subsequent

acquisition images to align the slit precisely. Special care was taken

with the first acquisition of the first night to ensure the PA of the slit

intersected the AO reference star and the brightest part of the galaxy.

The PA was subsequently held fixed for all observations and only

shifts perpendicular to the slit length (i.e. along the slit’s minor axis)

were made to maintain the slit position on the star and the galaxy

centre. On the second night, the same PA was verified to hold the

star and the galaxy centre in the slit and then shifts were made along

the slit’s minor axis as before.

2.2 Reduction techniques

The data reduction was completed with the aid of the IRAF
1 and

ECLIPSE
2 packages as well as custom IDL

3 scripts, incorporating use

of the IDL Astronomy User’s Library (Landsman 1993).4

1
IRAF is distributed by National Optical Astronomy Observatories (NOAO).

See http://iraf.noao.edu
2

ECLIPSE is a reduction package developed by the European Southern Ob-

servatory (ESO). See http://www.eso.org/projects/aot/eclipse/
3 Interactive Data Language, Research Systems, Inc.
4 See http://idlastro.gsfc.nasa.gov/
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The spectroscopic data were initially reduced following the stan-

dard ABBA technique for NIR data reduction,5 which has many

advantages: the time-scale on which the background subtraction is

achieved is as short as possible, helping to correct for the variability

of the NIR sky; any residual sky in a single A–B frame cancels with

the residual in the B–A frame, assuming a uniform sky field; and the

pixel-to-pixel subtraction is very well suited to removing system-

atic errors. However, such a technique does not optimize the random

noise (sky, thermal, dark, readout) as a background exposure of the

same duration as the object exposure is subtracted from each pixel.

In an effort to increase the S/N, the background level of each

pixel was interpolated as a function of time from all the data frames.

Pixels with significant source (galaxy) counts were excluded when

fitting a third-order polynomial as a function of time to each pixel

position. In order to gauge the change in the S/N from interpolation,

the random noise of the sky-dominated region between galaxy and

the AO reference star was measured as a function of wavelength and

compared to the noise of the frames without background interpola-

tion: the interpolated background showed a significant decrease in

random noise (∼√
2 lower). This led to a significant increase in the

final S/N of the data while maintaining the pixel-to-pixel subtraction

to reduce systematics. However, the residuals from one object–sky

pair do not necessarily cancel with the next pair, unlike the classical

reduction technique for ABBA sequence observations (assuming a

uniform illumination). The interpolation is also susceptible to bias

from bad pixels, which can propagate into neighbouring frames. To

counter this problem, the frames were cleaned of bad pixels prior to

(object and sky frames), during (sky pixels only) and after the inter-

polation (background-subtracted pixels). Indeed, a consequence of

interpolating the background was the identification of faulty pixels

on the detector and the construction of an very accurate bad pixel

map.

The timing and conditions of the spectroscopic data make it well

suited to sky interpolation: 7.5 h of observations were performed on

neighbouring nights with limited interruption between the exposures

on each night and the atmospheric conditions during the two nights

were excellent and stable.

After correction for the odd–even effect of the detector, sky sub-

traction, flat fielding, bad pixel correction, field transformation and

wavelength calibration, the exposures were aligned along the spa-

tial axis (to an accuracy of a few tenths of a pixel) by using the

centroid of a Gaussian fitted to the light profile of the AO reference

star. Reduction of telluric standard and kinematic template spectra

followed the same sequence except with only standard ABBA sky

subtraction.

The image data was reduced in the standard manner for NIR

observations. After correcting for odd–even effect, the sky exposures

were subtracted from the object frames, followed by flat-fielding.

The centroid of a Gaussian, fitted to the AO reference star, was then

used to align the individual exposures to a tenth of a pixel accuracy.

2.3 Telluric correction

Molecular gas in the Earth’s atmosphere (CO2, H2O, etc.) produces

an absorption spectrum known as telluric absorption, and this must

be removed from astronomical observations. The galaxy and kine-

matic template observations were corrected for telluric absorption in

5 For further information on NIR data reduction, the reader is referred to the

ISAAC data reduction guide (the NACO data reduction guide is still being

constructed).

the standard manner (Origlia, Moorwood & Oliva 1993), the details

and caveats of which are described below.

The stellar continuum must first be removed from the telluric

standard star spectrum. We therefore divide through by a black-

body spectrum of appropriate temperature to the star. This is a blind

division; one cannot fit the temperature, as the atmospheric trans-

mission curve is still imprinted on the spectrum (in addition to any

instrumental response).

Telluric absorption varies with airmass, so the strength of the

sharp prominent absorption features in the normalized telluric spec-

trum must be matched to those in the object spectrum (of similar air-

mass); division of this optimized standard then removes the promi-

nent (high-frequency) features and, we assume, the low-frequency

component of the atmospheric transmission curve. The telluric spec-

trum, now free from stellar continuum, is not yet normalized, so we

divide by a linear fit to regions where we believe the atmospheric

transmission to be �100 per cent: (2.035–2.04), (2.09–2.15) and

(2.21–2.22) μm. The increased strength and occurrence of telluric

features beyond 2.3 μm causes atmospheric transmission to be con-

sistently below unity, and falling with increasing wavelength, so

one must extrapolate the continuum from shorter wavelengths. The

absorption depth in the now normalized telluric spectrum A(λ) is

then amended using the expression

A′(λ) = 1.0 − F[1.0 − A(λ)], (4)

where F is a free parameter, to account for small variations in airmass

between the object and telluric standard star observations. Note that

this linear correction for airmass is only an approximation to a more

complicated response and is only effective for very small differences

in airmass. The initial normalization was then removed by multi-

plying back by the original linear fit. Every telluric spectrum also

required a small shift in wavelength (around a few tenths of a pixel)

to compensate for differences in wavelength zero-point between the

object and telluric spectra. The optimization of airmass and wave-

length was initially automated by minimizing residuals around the

strong telluric features at (2.0–2.1) μm in the telluric-divided ob-

ject spectrum. Fine adjustments were then made to further optimize

the removal of prominent telluric absorption features at the region

of interest (the CO bandheads after 2.3 μm). Note that, in practice,

while one can correct individual stellar exposures (due to the high

S/N in each frame), galaxy exposures must be co-added in groups

of similar airmass to increase the S/N before an accurate telluric

correction can be determined.

Telluric correction is not without complication though. The tel-

luric correction is optimized for the removal of sharp, prominent,

high-frequency absorption features. Accordingly, there is likely to

be minimal residuals from such in the corrected spectra. However,

variation in the continuum normalization of a galaxy spectrum is

known to introduce systematic effects into the derived kinematics

(van der Marel et al. 1994). Owing to the blind division of a black-

body spectrum and the lack of continuum reference in the telluric

spectra after 2.3 μm, error in telluric correction will most likely

manifest itself as error in the continuum normalization of the tel-

luric spectrum after the application of (4). This would propagate

into an error in the continuum level of the object spectrum (galaxy

or kinematic template). Such an error may not be uniform over the

length of the spectrum: there is likely to be a higher chance of er-

ror where the normalization was extrapolated, after 2.3 μm. To help

compensate for such systematic effects, we include a polynomial

continuum correction when extracting kinematics (see Section 3),

but the constraint for the correction is the minimization of χ2
s (7),

which does not guarantee to choose a solution free of systematics.

C© 2006 The Authors. Journal compilation C© 2006 RAS, MNRAS 367, 2–18
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Furthermore, this continuum correction is additive, whereas any real

error would be divided into the object spectrum.

Different functions were used to normalize the galaxy and kine-

matic template spectra after telluric correction. The galaxy contin-

uum appeared linear with wavelength and so, at every position along

the slit, a linear fit to the continuum shortward of the CO bands was

sufficient. The continuum of each kinematic template shortward of

the CO bandhead was clearly non-linear but was well fitted (and

removed) by a blackbody spectrum. As the continuum after 2.3 μm

must be extrapolated, it was necessary to fit slowly varying func-

tions with relatively little freedom. Note that, with all continuum

fits, care was taken not to include obvious absorption or emission

features, or areas of significant telluric absorption.

2.4 Kinematic templates

The choice of kinematic template(s) is important to extract kine-

matics accurately from the galaxy spectra. The systematic errors

introduced into kinematics by use of a poorly matched template

are well studied (van der Marel et al. 1994), although it is diffi-

cult to quantify such effects numerically. At best, we can say that

different templates appear to introduce systematic offsets into the

velocity profile (VP) parameters. Ideally, a large library of spectral

types should be available so that an optimal mix can be found, but

in this case, because of time constraints, only two templates were

observed with the same instrumental setup as the NGC 1399 obser-

vations. However, it is possible to check if the templates are well

matched to the luminosity-weighted population of the galaxy.

The CO (2–0) bandhead at 2.2935 μm is an indicator of stel-

lar type: a linear relation has been found between the equivalent

width (EW) of the first CO feature W CO(2–0) and the stellar type

(Kleinmann & Hall 1986; Origlia et al. 1993). Although this rela-

tion is based on observations of individual stars, it can be extended

to galaxy populations by applying a correction based on the velocity

dispersion of the system (Oliva et al. 1995; Thatte, Tecza & Genzel

2000). The relationship differs between giants and supergiants, but

this should not be a problem for the old, giant-dominated, population

of an elliptical galaxy such as NGC 1399. To estimate the galaxy

EW, the (rest-frame) wavelength range over which the CO (2–0) EW

is defined must be shifted to the velocity frame of the galaxy and

the EW measurement must be corrected for the galaxy’s velocity

dispersion. The kinematic properties of the galaxy are not known a

priori and depend on the template used to extract them. However, it

is possible to account for this and calculate reasonable limits on the

EW of the galaxy.

Such analysis was performed for NGC 1399. The variation of

EW with velocity dispersion was simulated using the kinematic

templates and the necessary quadratic correction (in σ ) found; this

was then applied to the galaxy EW measurements. Furthermore,

all measurements were scaled by a constant factor (the correction

of Oliva et al. 1995) to correct for the instrumental resolution of

CONICA, allowing direct comparison with the relation of Origlia

et al. (1993). The results are presented in Fig. 4 and discussed in

Section 4.

2.5 AO correction and PSFs

The quality of the AO correction can be estimated from the reference

star, which was observed in the slit simultaneously with the galaxy.

The 1D profile of the star (calculated from summing the flux over

the same wavelength range as that from which the kinematics are

extracted) is well fitted by a double Gaussian, as shown in Fig. 2.

Figure 2. The profile of the AO reference star together with a double

Gaussian fit and the residuals from this fit. The best-fitting σ for each of

the Gaussians are 0.048 and 0.122 arcsec and the total fluxes (γ ) are in the

ratio 2:1, respectively. This 1D slit profile of the AO reference star is used

to estimate the 2D on- and off-source PSFs.

However, the correction and subsequent PSF will vary further

away from the reference star. Although the exact ‘off-source’ PSF

at the centre of the galaxy is unknown, it can be estimated. Using

the NAOS preparation software v1.74,6 one is able to simulate how

the PSF varies with seeing, airmass and distance from the reference

star. However, the simulated PSFs do not account for slit effects,

non-perfect data reduction (such as error in the field transformation

or frame alignment) or drift of the the tip-tilt correction during long

exposures. All these effects will further broaden the PSF. To account

for such, we convolve simulated 2D on-source PSFs (with various

airmass and seeing conditions) with a θ × 3.2 top hat (3.2 pixel is

the slit width and θ accounts for imperfect data reduction and tip-tilt

drift). We optimize θ and the atmospheric conditions by minimizing

the difference between the 1D profile along the slit length (y = 0)

and the observed 1D profile of the AO reference star (Fig. 2). Good

agreement between the simulated and observed PSFs is found for

0.6 arcsec seeing, an airmass of 1.2 and θ = 2.2 pixel. To estimate

the off-source PSF at the galaxy centre, we simulate the 2D off-

source PSF with identical atmospheric conditions and convolve it

with the same 2D kernel (we assume that the broadening effects are

uniform over the field of view). The resulting on- and off-source

PSFs are both well fitted by a double 2D Gaussian

PSF(x, y) = γ1

2πσx1σy1

exp

[
− 1

2

(
x2

σx1

)2

+
(

y2

σy1

)2
]

+ γ2

2πσx2σy2

exp

[
− 1

2

(
x2

σx2

)2

+
(

y2

σy2

)2
]
. (5)

The best-fitting parameters are given in Table 1 and are used to

describe the 2D PSF in the dynamical modelling. The Strehl ratios

also quoted in Table 1 are calculated from the unbroadened (pre-

convolution) simulated PSFs: it makes no sense to compare the ideal

Airy disc pattern with the slit-convolved PSF of the spectrograph.

The FWHM of the off-source PSF along the x-axis is 0.15 arcsec

(2.75 pixel), corresponding to 14 pc, which we adopt as our formal

resolution.

The effect of contamination from the seeing-limited halo on the

spectra and the knock-on effect on the VPs is not known precisely.

6 See http://www.eso.org/observing/etc/naosps/doc/NAOS-PS-tool.html
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Table 1. The characteristics of the on- and off-source PSFs:

the best-fitting parameters (γ1, σx1, σy1, γ2, σx2, σy2) of a

2D double Gaussian (5) fit to the PSFs after broadening; the

FWHM of both broadened simulated PSFs along the x- and

y-axes (parallel and perpendicular to the slit, respectively); and

the Strehl ratios of the simulated PSFs prior to broadening.

Parameter On-source Off-source

γ 1 0.141 0.135

σ x1 0.956 1.071

σ y1 1.214 1.280

γ 2 0.010 0.129

σ x2 3.667 3.501

σ y2 2.784 2.630

FWHM along x (arcsec) 0.135 0.150

FWHM along y (arcsec) 0.181 0.189

Strehl ratio (per cent) 38 30

According to (7), if the galaxy spectrum is a weighted sum of many

different spectra with many different VPs, the problem is linear and

χ 2
s will be minimized for a similarly weighted mean VP. The galaxy

spectra and kinematics are therefore only expected to be ‘diluted’

by this effect. However, the dynamical modelling uses the estimate

of the off-source PSF to account fully for the shape of the PSF; the

peculiar shape of the AO-corrected PSF does not bias the models or

the derived BH mass.

The quality of the PSF was assessed as a function of time from the

AO reference star in the slit. The quality of the overall AO correction

for the final co-added galaxy data can be marginally improved with

frame selection. However, the cost in S/N was too high for any

significant improvement in this case, so frame selection was not

implemented.

3 K I N E M AT I C S

We assume that each galaxy spectrum G(λ) is a Doppler-broadened

version of some underlying ‘average’ stellar template T (λ). If we

could completely remove all continuum features from G and T , then

we would have that

G(λ) = T (λ) ⊗ L(v), (6)

where L(v) is the unknown line-of-sight stellar velocity profile and

⊗ denotes convolution. In reality, it is impossible to remove all

continuum contamination completely from observed spectra by eye,

nor do we know the correct template T to use. Furthermore, both G
and T are measured with finite S/N, making it impossible to use a

simple deconvolution method to obtain L(v) directly from (6).

Many methods have been proposed to address these problems. We

follow Rix & White (1992), Saha & Williams (1994) and van der

Marel (1994) and extract L(v) using a direct pixel-fitting method.

Taking the continuum-divided star and galaxy spectra, we find L(v)

and its associated uncertainties by minimizing

χ2
s ≡

Np∑
i=1

[
Gi − k(T ⊗ L)i − ∑2

l=0
cl (ln λi )

l )

�Gi

]2

, (7)

where�Gi is the measurement error in the ith galaxy spectrum pixel,

N p is the number of pixels being fitted and the third term corrects

for any continuum that escapes our initial continuum division. The

parameter k � 1 accounts for differences in normalization between

G and T: we want our VPs to be normalized with
∫

L(v) dv = 1.

We further assume that T (λ) is well approximated by a weighted

average of known stellar templates. As we only have two stellar

templates available for kinematic extraction, we define our optimal

template to be

T (λ) = f T1(λ) + (1 − f )T2(λ), (8)

where f defines the relative fraction of each of the two available

templates (T1, T2).

Unlike Fourier methods (Richstone & Sargent 1972; Sargent et al.

1978; Franx et al. 1989; Bender 1990; van der Marel & Franx 1993),

pixel fitting does not require any assumptions about window func-

tions and allows us to propagate the pixel-to-pixel error estimates in

our measured spectra directly into uncertainties in our line-of-sight

velocity profiles (VPs). Note that the Na I doublet at 2.21 μm does

not appear to be well fitted by our templates (the linestrength in the

galaxy spectra is much higher than that in our templates). Thus the

fitting range for extraction of kinematics is from 2.249 to 2.438 μm

(rest-frame) to include the Ca I feature and the CO bands. We use

two different parametrizations for L(v), each of which is discussed

separately below.

3.1 Gauss–Hermite parametrization of the VP

VPs are expected to be reasonably close to Gaussian. A convenient

way of parametrizing a VP L(v) is by using a truncated Gauss–

Hermite expansion (Gerhard 1993; van der Marel & Franx 1993),

LGH(v) = γ√
2π σ

exp

[
−1

2

(
v − V

σ

)2
]

N∑
i=0

hi Hi

(
v − V

σ

)
,

(9)

in which one starts from a Gaussian with scalefactor γ , mean V
and dispersion σ and uses a weighted sum of Hermite polynomials

Hi to quantify deviations of L(v) from this underlying Gaussian.

This parametrization is degenerate: there is a different set of coeffi-

cients {hi} for each choice of (γ , V , σ ), and a number of different

procedures have been used to fit spectra using (9). Before describ-

ing our own procedure, we review the motivation for these earlier

methods.

3.1.1 Perfect data

Consider first an idealized situation in which we knew L(v) perfectly.

Then there is a unique set of expansion coefficients {hi} for any

(sensible) choice of Gaussian (γ , V , σ ). To see this, recall that the

Hi satisfy the orthogonality relation (van der Marel & Franx 1993),

1

2π

∫ ∞

−∞
exp(−x2)Hi (x)Hj (x) dx = 1

2
√

π
δi j , (10)

from which it is easy to see that choosing

hi = 1√
2γ

∫ ∞

−∞
exp

[
−1

2

(
v − V

σ

)2
]

L(v)Hi

(
v − V

σ

)
dv

(11)

minimizes the mean-square deviation

χ 2
0 ≡

∫ ∞

−∞
[L(v) − LGH(v)]2 dv (12)

of the expansion (9) from the VP L(v). Since the Hi form a complete

set, we can make χ2
0 arbitrarily small for smooth L(v) simply by
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8 R. C. W. Houghton et al.

increasing the number of terms N included in the series, although

the expansion (9) is of course useful in practice only if it can provide

a good fit for small N.

We note that, when minimizing χ2
0 at fixed (γ , V , σ ):

(i) the Gauss–Hermite coefficients hi are modified moments (11)

of L(v);

(ii) the Hessian ∂2χ 2
0/∂hi ∂hj is diagonal, meaning that the hi are

independent;

(iii) the hi are also independent of the choice of N;

(iv) if we choose (γ , V , σ ) to be the parameters of the Gaussian

that minimize (12), then (h0, h1, h2) = (1, 0, 0) and (h3, h4) measure

the lowest-order antisymmetric and symmetric deviations from this

Gaussian.

Because of this last point, most Gauss–Hermite parametrizations of

VPs fix (h0, h1, h2) = (1, 0, 0) and use (γ , V , σ , h3, h4, . . . , hN)

as the free parameters in the fit. For our purposes, this approach

has the drawback of introducing non-trivial correlations between

the Gaussian parameters (γ , V , σ ) and the {hi}, making these pa-

rameters cumbersome to use when comparing to dynamical models.

Cappellari & Emsellem (2004) highlight these correlations.

3.1.2 Real data

In reality we do not have direct access to L(v). Instead we constrain

it by investigating how well a parametrized form, such as (9), affects

the fit to the discretely sampled galaxy spectrum Gi using the χ2
s

given by (7). As van der Marel & Franx (1993) point out, equation

(7) reduces to (12) in the limit of high-resolution, finely sampled

spectra and sharp template features. Here we consider the case where

this limit does not apply. Let us assume that the continuum has been

perfectly removed from Gi and that T is the correct stellar template.

Then (7) becomes

χ2
s =

∑
i

{
[T ⊗ (L − LGH)]i + ni

�Gi

}2

, (13)

where L(v) is the galaxy’s real underlying VP and ni ≡ Gi −
(T ⊗ L)i is the noise in the ith pixel. Now if we fix (γ , V , σ )

and minimize (13) with respect to the {hi}, then:

(i) in the absence of noise, the coefficients hi are still the modified

moments (11) of L(v);

(ii) the hi are not independent since the Hessian ∂2χ2
s /∂hi ∂hj is

no longer diagonal;

(iii) since the hi are not independent, in the presence of noise

there is a different set of hi for each choice of N;

(iv) if we choose (γ , V , σ ) to be the parameters of the best-fitting

Gaussian to (7), then the minimum χ 2
s will not occur at precisely

(h0, h1, h2) = (1, 0, 0).

Our procedure for fitting Gauss–Hermite coefficients is motivated

by these points and by our desire to have a set of parameters that

depend linearly on L(v). The procedure is as follows:

(i) Choose (γ , V , σ ) to be the parameters of the best-fitting Gaus-

sian to the VP. Find (γ , V , σ ), template fraction f and continuum

parameters cl that minimize (7) with k = h0 = 1 and h1 = h2 = . . .

= 0.

(ii) Holding (γ , V , σ ) fixed at their best-fitting values, find the hi,

cl and f that minimize (7). Having found these hi, the normalization

is k = γ (h0 + h2/
√

2 + h4

√
3/8 + · · ·).

(iii) Finally, divide γ and the hi by k.

We use a standard Levenberg–Marquardt routine to carry out the

minimizations in the first two steps. Our best-fitting parameters are

(h0, . . . , hN), along with their covariances and the choice of (γ , V ,

σ ). Note that there are no errors associated with (γ , V , σ ) in our ver-

sion of the Gauss–Hermite parametrization: they merely reflect the

Gaussian around which we have chosen to expand L(v). Choosing

the best-fitting Gaussian here lets us make a straightforward com-

parison of our kinematics with earlier work. In practice we find that

our method yields (h0, h1, h2) that differ from (1, 0, 0) by around

(0.1, 0.04, 0.04), but with very strongly coupled errors among all

the even hi. We describe how we deal with these covariances in Sec-

tion 6.3 below.

We have tried using standard simultaneous (N + 1)-parameter

fits to (γ , V , σ , h3, . . . , hN) (van der Marel & Franx 1993), but our

VPs are so strongly non-Gaussian at the centre of the galaxy that the

usual linear approximations among the errors in these parameters

(van der Marel & Franx 1993) break down and we find multiple

minima in χ 2
S (7). For spectra at (−0.08 arcsec, 0.02 arcsec) this

process can yield alarmingly low values of σ (∼250 km s−1) and

correlated h4 > 0.6 (Cappellari & Emsellem 2004) which describe

a triple-peaked VP. In fact, for such values of h4, it can be shown

that even the idealized χ 2
0 (12) has multiple minima in σ and h4.

3.2 VP histograms

One might expect that the putative BH in NGC 1399 would cause

high-velocity wings in the central VPs, which might not be cap-

tured well by the low-order Gauss–Hermite parametrization above.

Therefore, we also fit ‘non-parametric’ VPs, in which we choose

nv regularly spaced velocities v1 < v2 < · · · < vnv
and parametrize

L(v) as the histogram

LH(v) =
nv∑

i=1

Li Si (v), (14)

where the step function Si(v) = 1 if vi < v < v i+1 and is zero

otherwise.

Given parameters L 1, . . . , L nv
it is straightforward to calculate

the convolution (6) of this L H (v) with a stellar template. For any

given galaxy spectrum G there will be many sets of parameters

that produce good fits to the spectrum, but most of them will be

unrealistically jagged. Therefore, instead of minimizing theχ2
s given

by equation (7) directly, we minimize the penalized χ 2
p = χ 2

s +
P[Li], where the penalty function

P[Li ] = α
∑

i

(Li+1 − 2Li + Li−1)2 (15)

uses the mean-square second derivative of L(v) as a measure of the

jaggedness of the solution.

Our procedure for fitting Li is simple:

(i) Find the best-fitting smooth Li, continuum parameters cl and

template fraction f by minimizing the penalized χ 2
p = χ 2

s + P[Li]

with k = 1.

(ii) Set the normalization factor to k−1 = ∑
i (vi+1 − vi )Li and

rescale the Li.

This makes no attempt to impose the obvious non-negativity con-

straint on the Li. While the resulting VP histograms are fine for

‘by-eye’ comparisons of one VP against another, they are not suit-

able for direct comparison against models. So, in Section 6.3 we

describe a variation on this fitting procedure that takes account of

the correlations among the Li and removes the bias introduced by

the penalty function.
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Kinematics of NGC 1399 with 14 pc resolution 9

Based on an average separation of 300 Å between the CO bands

in the fitting range [12CO (2–0), 12CO (3–1), 12CO (4–2), 12CO (5–

3), 12CO (6–4)], the maximum relative velocity we can reasonably

hope to measure is ∼1900 km s−1. The systematic velocity of NGC

1399 is ∼ 1500 km s−1, so we divide each LOSVD into n = 50

equispaced velocity points between v1 = −1000 km s−1 and vn =
4000 km s−1. We choose α = 4 × 107, which is the minimum value

required to give smooth non-parametric VPs consistent with our

outer Gauss–Hermite VPs.

4 R E S U LT S : I M AG I N G A N D K I N E M AT I C S

An 80 s, AO-corrected, Ks exposure of NGC 1399 is shown in Fig. 3.

It has the same PA as the long-slit observations, and a slit image

(0.172 arcsec wide and centred on the AO reference star) has been

overlaid. If the reference star is perfectly centred in the slit, there is a

maximum position error of 0.3 pixel (1.6 pc) on the brightest region

of the galaxy from error in the PA. However, the acquisition images

(incorporating flat-fielding, etc., and using the slit images) indicate

that the centring of the star along the minor axis of the slit was

accurate to only 1 pixel (5.2 pc); the slit was approximately 3 pixel

wide (0.172 arcsec or 17 pc). Hence, the dominant error in aligning

Figure 3. Top: A Ks-band image of NGC 1399 showing the slit alignment (white) on the galaxy and the AO reference star; the PA of the slit is 5.06◦, so that

the reference star is approximately due north of the galaxy nucleus; the nucleus of the galaxy and the star are separated by 17.6 arcsec. Bottom: The same as the

above but magnified and centred on the nucleus of NGC 1399 with isophote ellipses overplotted in blue. Note the elongation of the nucleus to the south-east.

Each pixel is 27 mas wide (the pixel size of the spectroscopic data was twice this at 54 mas). The angular scale is given in arcseconds.

the slit on the galaxy centre is from shifts along the minor axis, not

from error in the PA. The former is expected to be random about the

centre of the slit; the latter would give a systematic difference for all

observations. The final position accuracy is therefore good: the slit

was aligned on the brightest point of the galaxy to an accuracy of

around ±0.06 arcsec (±6 pc), with no significant systematic offset.

Two globular clusters are also seen in the image data close to the

centre of the galaxy. The nearest is 1.15 arcsec to the east of the

galaxy centre. A Gaussian fit to this globular cluster yields an esti-

mate on the FWHM of the image PSF to be 0.078 arcsec (7.5 pc).

This is equal to the on-source FWHM predicted by the NAOS prepa-

ration software in Section 2.5, suggesting that the single Gaussian

was probably fitted to the diffraction-limited component of the glob-

ular cluster profile and ignored the seeing-limited halo, although the

atmospheric conditions were excellent around the time of observa-

tion, with the seeing occasionally dropping below 0.4 arcsec.

The parametrized kinematics of the central few arcseconds of

NGC 1399 are shown in Fig. 4. Where possible, previous data are

overplotted (Graham et al. 1998; Longo et al. 1994). The flux is

calculated by summing over all available wavelengths at each point

along the slit. The parameters (γ , v, σ ) are chosen to be the best-

fitting Gaussian parameters and the Gauss–Hermite coefficients hn
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are derived using these best-fitting Gaussian parameters. The veloc-

ity v is given relative to the mean heliocentric velocity of 1467 ±
4 km s−1. Note that the error quoted for this velocity is an estimate

of the random error only.

Fig. 5 compares the non-parametric and parametric VPs for the

central arcsecond of the galaxy. Error bars are given for the non-

parametric VPs. The galaxy spectra and best-fitting broadened tem-

plate (constructed from the Gauss–Hermite VP) for the central arc-

second are also shown.

4.1 Highlights

Many interesting features are present in Figs 3, 4 and 5. The

parametrized kinematics show a decoupled velocity structure across

the galaxy centre, a double-peaked velocity dispersion across the

centre separated by 0.2 arcsec or 19 pc (with the dip in σ half a pixel

off the galaxy centre) and significant variations in the hi with ra-

dius. The imaging shows offset asymmetric isophotes at the galaxy

centre, and the non-parametric VPs (while generally in good agree-

ment with the parametric VPs) show strong high-velocity wings at

r = −0.08 arcsec and lopsided velocity structure at r = 0.14 arcsec,

which are not detected with the parametrized fit.

4.2 Further details

The kinematic features described above persisted when the spec-

tra were reduced using the standard sky subtraction technique for

ABBA sequence observations (rather than using an interpolated

sky), albeit with increased noise. Angular distances in Figs 4 and 5

have been shifted such that the brightest region of the galaxy lies at

r = 0 arcsec. This position was determined by scaling to the (outer)

centroid of a Nuker profile (Lauer et al. 1995) fitted to the flux of

Fig. 4. The photometry is not symmetric at the centre, which could

bias the calculation, although when the inner 0.5 arcsec of the light

profile were omitted the change in the centroid was less than 0.1

spectroscopic pixels (5 mas or 0.5 pc). The centroids of the ellipses

fitted to Fig. 3 are not constant and fluctuations of up to 0.5 image

pixels (13.5 mas or 1.3 pc) from the mean are present. The scale on

Fig. 3 is aligned to the mean x-axis centroid of the ellipses. Reg-

istration between the angular scale on the image and that of the

kinematics may not be perfect as the zero-points were determined

independently. However, it is likely to be no worse than 0.05 arcsec.

EW measurements for the two kinematic templates and the galaxy

are shown in Fig. 4. The template EWs (orange for the M0III and

blue for the K4III) allow for ±20 km s−1 errors in systemic veloc-

ity and instrumental dispersion. The corrected EW of the galaxy

is shown in black, while the effect of ±20 km s−1 errors in veloc-

ity and dispersion are shown in red. The asymmetry in the error

is associated with the error in velocity: large positive or negative

changes in velocity move the CO (2–0) feature out of the predefined

wavelength limits (Origlia et al. 1993), thus reducing the EW. The

kinematics (v, σ ) used to correct the galaxy EW are those shown

in Fig. 4. Systematic differences in (v, σ ) from using different tem-

plates in kinematic extraction are less than 20 km s−1 in each case.

These EW measurements indicate that our kinematic templates are

well matched to the luminosity-weighted stellar population of the

galaxy. With reference to Origlia et al. (1993), one can see that the

corrected EW measurements of the two templates (11.3 and 12.5

for the K4III and M0III, respectively) are typical of their spectral

classifications. The galaxy EW (average value of 12.1) is closer to

that of the M0III template; this is also reflected by the favouring of

the M0III template in the kinematic extraction (Fig. 4). However,

Figure 4. The nuclear kinematics of NGC 1399. The top plot indicates

the flux received at each position on the slit; the next eight plots show

the variations in the parameters of (9); and the lowermost two show the

template and galaxy EWs and the optimal kinematic template composition

as a function of radius from the nucleus. Where applicable, previous data

are shown as orange triangles (Longo et al. 1994) and blue squares (Graham

et al. 1998). In the EW plot, the kinematic template EWs are shown in orange

(M0III) and blue (K4III); the width represents a 20 km s−1 error in v and

σ inst. The EW of NGC 1399 is in shown in black (red shows the combined

effect of 20 km s−1 errors in v and σ ). The PA of the slit was 5.06◦, so that

the positive radius is northward.
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one should be apprehensive about the variations of the galaxy’s

EW with radius: the dispersion correction assumes a Gaussian VP,

which we have seen is not always the case. Overall, the analysis

of EWs indicates that the templates are well matched to the galaxy

population, so we should not expect problems associated with tem-

plate mismatch to be present in the kinematics. Additionally, pre-

vious (seeing-limited) data on the central velocity dispersion of

NGC 1399 agree with our data (Fig. 4), given the different reso-

lutions. Saglia et al. (2000) report slightly negative h4 towards the

galaxy centre, which we confirm, although our rise in h4 in the very

central 0.5 arcsec is beyond the (seeing-limited) spatial resolution

of their data.

To maintain a high S/N at larger radii (|r | > 0.3 arcsec), the spec-

tra were binned into pairs prior to kinematic extraction. However,

after binning, χ2
s (7) rose, on average, from ∼160 to ∼230 (an ap-

proximate change of
√

2) for a fit to 174 data points. This indicates

that systematic errors are starting to become comparable to the ran-

dom errors. There are many possible causes of systematic errors. The

optimal template convolved with the best VP will not reproduce all

the features in the galaxy spectrum; although the galaxy and template

spectra have comparable CO (2–0) EWs, there may be absorption

or even emission features in the galaxy spectra that are not obvious

and are not accounted for in equation (7), but still contribute to the

differences between the galaxy and templates and to the system-

atic ‘noise’. Telluric correction is only estimated to be accurate to

1 per cent, increasing to 2–3 per cent at regions where the telluric ab-

sorption shows sharp prominent features. In addition, the stars used

to obtain a telluric spectrum are unlikely to have featureless spectra

at high S/Ns. The S/N of the data binned at 0.3 arcsec over the wave-

length range used to extract kinematics falls from 110 (2.25 μm) to

30 (2.45 μm) per pixel due to the thermal background (the S/N at

the unbinned galaxy centre falls from 90 to 20). This S/N (and cor-

responding error estimates) quantify random error alone and do not

account for systematics introduced by telluric correction. Binning

will reduce the random noise but not the systematic noise. Thus as

χ2
s (7) is weighted by the random noise estimates, when the random

error in each spectrum is reduced by binning, χ2
s will increase so

long as the systematic noise persists.

5 D I S C U S S I O N

The interpretation of the results is discussed below in appropriate

sections.

5.1 Decoupled kinematics

There is a strong rotation gradient in v within a radius of 0.5 arcsec

(48 pc), which is clearly decoupled from the kinematics at larger

radii. The magnitude of the central rotation (taking the difference

of the maximum velocity in each direction) is ∼70 km s−1. The ab-

sence of high-resolution data perpendicular to our long-slit position

prevents us from concluding if the system is truly counterrotating,

or just decoupled. Previous publications considered the possibility

of a decoupled system (D’Onofrio et al. 1995; Saglia et al. 2000),

but the poorer spatial resolution of the data prevented a reliable

detection. Kinematically decoupled cores are often (but not exclu-

sively) found in spherical, high-dispersion systems with core-like

photometry (Emsellem et al. 2004).

5.2 The central dispersion profile

The drop in σ half a pixel off the galaxy centre is accompanied

by less convincing dips in γ and the CO (2–0) EW. These features

are close to the limit of the spatial resolution and thus may be unre-

solved. It is well known that random errors in γ and σ are statistically

correlated (Efstathiou, Ellis & Carter 1980) and these features are

only clearly seen when continuum correction is incorporated into

the minimization of χ2
s (7); if continuum correction is left out of the

minimization [i.e. calculated once from the continuum shortward of

the CO (2–0) feature], γ shows no obvious change (and is noisier

in general) and the dispersion becomes flat at the centre.

The decrease in γ and σ could be correlated effects from fit-

ting constrained parametrized VPs to more complicated profiles;

γ is expected to fall at the centre (van der Marel 1994). However,

the non-parametric VP at r = 0.03 arcsec matches the parametric

form well. Alternatively, the dip in σ could reflect a genuine fall

in the dispersion of the stars at the centre of the galaxy, but this

is the exact opposite to what one would expect when approaching

the BH.

An alternative explanation is the presence of young stellar popu-

lation at the centre, although γ and σ may not necessarily decrease

in this case: a young stellar population may include younger stellar

types with reduced CO (2–0) EWs, but it would also have an in-

creased fraction of supergiants, which have a higher CO (2–0) EW

than giants for the same MK spectral type (Origlia et al. 1993).

In addition, one would expect a correlated change in the optimal

template used to extract the kinematics, which is not the case here.

One would expect a different stellar population to produce a colour

gradient but unfortunately there is insufficient homogeneous data at

the required resolution to confirm this.

Central dips in σ have been seen in other core galaxies such as

M87 and NGC 4649 (van der Marel 1994; Pinkney et al. 2003),

which both have nuclear activity. If NGC 1399 contained a central

nucleus of light from a non-thermal, non-stellar object (van der

Marel 1994), one would expect the CO bands to show a lower γ

relative to the continuum level, which may introduce correlated dips

in γ and σ . New photometry by Lauer et al. (2005) shows a slight

excess of light at the galaxy centre after subtraction of the best-

fitting Nuker profile and therefore suggests the presence of a very

faint nucleus. However, the authors emphasize the possible dangers

and unknown systematics of extrapolating the Nuker fit into the

central regions.

5.3 Offset photometry and peculiar VPs

The Ks band image of NGC 1399 shows a departure from spherical

symmetry in the central 0.5 arcsec with an elongation of the surface

brightness towards the east-south-east, approximately 0.2 arcsec

(19 pc) in length. The image is a relatively short exposure and the

S/N is low. However, the elongation of the central isophotes covers

more than 16 pixel; the probability of finding 16 neighbouring pixels

above the mean, given the noise statistics of the image, is negligible,

so we can rule out the possibility of random error causing such an

artefact. Obvious systematic errors that may cause elongation of the

central isophotes would be either an error in frame alignment, or an

unusual PSF from the AO correction. However, both these effects

can be dismissed: the globular cluster found 1.15 arcsec from the

galaxy centre is circular and well fitted by a 2D Gaussian of equal

width in each dimension; no significant residual is seen after sub-

traction. We note that HST H-band images exist for NGC 1399, but

owing to a poorer spatial resolution (0.13 arcsec) and PSF sampling,

these structures are not observed. The non-spherical isophotes at the

centre of NGC 1399 are a genuine feature of the galaxy. There ap-

pear to be peculiar kinematic features associated with the photomet-

ric anomaly: at r = −0.08 arcsec, the non-parametric VP contains
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substantial high-velocity wings; and at r = 0.14 arcsec, the non-

parametric VP is asymmetric with an excess of receding velocity

structure. We discuss possible explanations for these features below.

Isophote twists are common in core regions of core galaxies

(Lauer et al. 2005). However, such twists are generally smooth and

seen on large scales, which is not the case here. The elongation could

be a projection effect from the obscuration by a non-uniform distri-

bution of dust. However, no obvious dust signature can be seen in

either this Ks band image or archival HST V-band images. The den-

sity distribution of the dust would need to vary rapidly to cause such

a sudden effect in the NIR on such small spatial scales (0.3 arcsec

or 29 pc). However, neither of these explanations would give rise to

the associated kinematic features.

We have already seen that globular clusters (GCs) have been re-

solved near the centre of NGC 1399. Although the elongation of the

nucleus does not appear to be separate from the central maximum,

it is plausible that a GC happens to lie in the line of sight between

ourselves and the galaxy centre and is unresolved from the central

photometric maximum of the galaxy. There would be a kinematic

effect from such a chance alignment: one would expect a ‘spike’ in

the VP at the systematic velocity of the GC caused by the low dis-

persion velocity structure of the globular cluster. However, we see

high-velocity wings in the VP at r = −0.08 arcsec and a lopsided

structure at r = 0.14 arcsec, which is not the same.

The elongation of the central isophotes is more likely to be an

offset centre as seen in a handful of other core galaxies (Lauer et al.

2005). In fact, Lauer et al. (2005) argue that the offset centres de-

tected in new WFPC2 photometry are all eccentric discs, analogous

to that of M31 (Tremaine 1995). Certainly, this would produce a

strong kinematic signature in the form of high-velocity wings if our

slit bisected the eccentric disc. Our slit does not completely bisect

the peculiar photometry and nor does it coincide with the PA of the

eccentric isophotes. However, the alignment of the AO reference

star in the slit varied by around 1 pixel and this translates to a poten-

tial wandering of the slit, perpendicular to its length, by two image

pixels. Thus, there is likely to be considerable contribution from the

elongated photometry in the spectroscopic data.

Keeping in mind the problems with registration between the im-

age and kinematics, an eccentric disc at the centre of NGC 1399

would create high velocity wings at r = −0.08 arcsec, where the

slit is closest to bisecting the anomaly. If the non-parametric VP at

this point is to be trusted, the velocity dispersion of just the wings (ig-

noring the central bulk) is in excess of 1000 km s−1. Furthermore, if

the stars in the eccentric disc rotate in the same direction, one would

expect a lopsided VP at the pericentre of the ellipse if the disc was

viewed near edge-on. We do see a strong excess or ‘hump’ of struc-

ture receding away from the observer at r = 0.14 arcsec, which is

possibly the closest pixel to the pericentre of the elliptical photom-

etry. Although Lauer et al. (2005) report no offset photometry in

NGC 1399 with new WFPC2 photometry, the isophote ellipticity

is seen to jump from approximately 0 to 0.2 between 0.09 < r <

0.1 arcsec.

We note that this eccentric disc hypothesis cannot explain the

decoupled kinematics discussed in Section 5.1. A coherent disc can

only survive well within the SoI of the BH, which we estimate to be

∼0.3 arcsec.

6 DY NA M I C A L M O D E L L I N G

To obtain preliminary constraints on the mass of any BH in

NGC 1399, we ignore the mild rotation gradient and elongated cen-

tral isophotes and fit spherical dynamical models to our central kine-

matics combined with Graham (1998) velocity dispersion profile.

The latter extends to 70 arcsec and provides important constraints

on the galaxy’s mass-to-light ratio.

We assume that mass follows light, except at the galaxy centre

where there can be a BH. The mass density distribution is then

ρ(r ) = M•δ(r ) + ϒ j(r ). (16)

Our goal is to find the range of BH masses M• and stellar mass-to-

light ratios ϒ that are consistent with our kinematics. We take j(r)

from the models of Magorrian et al. (1998), which was obtained

by deprojecting a composite surface brightness profile constructed

by combining HST and ground-based photometry. Having this j(r)

it is straightforward to calculate the gravitational potential ψ(r )

corresponding to (16) for any choice of M• and ϒ . Throughout this

paper all mass-to-light ratios are in the V band.

Our modelling procedure is a straightforward adaptation of the

extended Schwarzschild method described by Rix et al. (1997) and

Cretton et al. (1999):

(i) choose trial values for M• and ϒ and calculate the correspond-

ing potential ψ(r );

(ii) follow a representative sample of orbits in this ψ(r );

(iii) find the weighted combination of orbits that minimizes the

χ 2 of the fit between the model and the observations, subject to the

constraint that each orbit carries non-negative weight;

(iv) assign the likelihood exp(− 1
2
χ 2) to the potential ψ .

We do not impose any regularization in the third step. By con-

sidering a range of plausible trial potentials and comparing their

relative likelihoods, we obtain constraints on both M• and ϒ .

6.1 Orbit distribution

Apart from the parameters (M•, ϒ) describing the potential, the

other unknown in our models is the distribution function (DF) f (x,

v), defined such that f (x, v) d3x d3v is the luminosity of stars in

some small volume d3x d3v of phase space. Jeans’ theorem tells us

that if our models are to be in equilibrium their DFs can depend

on (x, v) only through the integrals of motion E and J, the binding

energy and angular momentum per unit mass. We make the stronger

assumption that the local stellar velocity distribution is symmetric

about the vr-axis, so that the DF depends on J only through its

magnitude. We then discretize the DF as a sum of delta functions,

f (E, J 2) =
nE∑
i=1

n J∑
j=1

fi j δ(E − Ei ) δ
(

J 2 − J 2
i j

)
, (17)

on a regular nE × n J grid in phase space. The points Ei are chosen

through Ei = ψ(ri ) with the ri spaced logarithmically between 1 pc

and 100 kpc. This ensures that orbit apocentres are approximately

uniformly distributed among each decade in radius. For each Ei

there are nJ values of angular momentum, with J 2
i j running linearly

between 0 and J 2
c (Ei ), the angular momentum of a circular orbit of

energy Ei . To avoid a rash of indices we also write the double sum

(17) as a single sum over n ≡ nE × n J points:

f (E, J 2) =
n∑

k=1

fk δ(E − Ek) δ
(

J 2 − J 2
k

)
. (18)

6.2 Observables

Having a trial potential ψ(r ) and a set of DF components (Ek, J 2
k ),

we calculate the unnormalized, PSF-convolved VP histogram of
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each component at the projected radius Ri of each of our nAO = 31

kinematical data points:

L (k)
i j =

∫ v j+1

v j

dvz

∫
dx dy PSF(Ri − x, −y)

×
∫

dvx dvy δ(E − Ek) δ
(

J 2 − J 2
k

)
. (19)

Here we use a rectangular coordinate system (x , y, z) with origin

O at the galaxy centre and Oz-axis parallel to lines of sight. For

our standard models each histogram has nv = 24 bins of width

vj − v j−1 = 50 km s−1, with innermost bin edge at v1 = 0 km s−1,

the galaxy’s systemic velocity, and outermost edge at v25 = 1200

km s−1. The function PSF (�x , �y) is the two-dimensional off-

source point spread function of Section 2.5 and Table 1. Armed

with the Lk
ij, the unnormalized VP histogram of a model with DF

( f 1, . . . , fn) is simply

L(Ri ; v j , v j+1) = Li j =
n∑

k=1

fk L (k)
i j . (20)

The normalization constant is the PSF-convolved surface brightness,

I (Ri ) = Ii =
n∑

k=1

fk I (k)
i , (21)

where, by analogy with (19),

I (k)
i =

∫
dx dy PSF(Ri − x, −y)

∫
d3vδ(E − Ek) δ

(
J 2 − J 2

k

)
.

(22)

We explain how we evaluate the multiple integrals (19) and (22)

in Magorrian et al. (in preparation). The spherical symmetry of our

models means that we can afford to calculate these projection coeffi-

cients for each of our 31 observed radii directly. More sophisticated

axisymmetric models (e.g. Cretton et al. 1999; Gebhardt et al. 2003)

usually resort to introducing subgrids to store intermediate quanti-

ties in this calculation.

Our treatment of Graham et al.’s (1998) velocity dispersion

profile is similar. We assume that each of their data points mea-

sures the second moment of the VP convolved with a Gaussian PSF

with FWHM 2 arcsec. The (unnormalized) second moment of each

DF component is given by (22) with an extra factor of v2
z inside the

innermost integral.

6.3 Fitting models to observations

6.3.1 Gauss–Hermite coefficients

Calculating the Gauss–Hermite coefficients of our models is simple:

the (unnormalized) contribution of the kth DF component to the ith
VP is given by L (k)

i j , with j = 1, . . . , nv , from which equation (11)

allows us to calculate this component’s contribution h(k)
i j to {hj}.

However, as we have explained in Section 3.1, the observed Gauss–

Hermite coefficients are not independent. It takes only a little effort

to include the effects of the covariances among the {hj} into the

modelling.

Let us define the column vector h ≡ (h0, . . . , hN)T and let ĥ be the

vector of coefficients that minimize the χ2
s of equation (7). For fixed

normalization k and continuum parameters ci, this χ2
s is a quadratic

form in the hi:

χ 2(h) � χ 2
min + 1

2
(h − ĥ)T · M · (h − ĥ)

= χ 2
min + 1

2

N∑
i=0

λi [ei · (h − ĥ)]2, (23)

where the Hessian Mij ≡ ∂2χ2
s /∂hi ∂hj has eigenvalues λ0, . . . , λN

with corresponding eigenvectors e0, . . . , e N . Therefore, the new

parameters

h′
j ≡ e j · h (24)

have independent errors � j ≡ √
2/λ j .

Summing the results from (23) for each of our measured VPs,

χ 2
GH =

nAO∑
i=1

N∑
j=0

[
γi ĥ′

i j − (1/ Îi )γi

∑n
k=1

fkh′(k)
i j

�i j

]2

, (25)

where we have dropped the χ 2
min terms and have introduced the

h′(k)
i j , which are related to the h(k)

i j by (24). The model’s predicted

VPs in (25) are normalized by the ‘observed’ local surface bright-

nesses Îi . The latter are difficult to extract from spectroscopic ob-

servations. Instead, we obtain them by convolving the photometric

profile used to obtain our j(r) profile with the effective spectroscopic

PSF. Of course, a reasonable model must also fit this I(R), so we

add

χ 2
I =

nAO∑
i=1

(
Îi − ∑n

k=1
fk I (k)

i

�Ii

)2

(26)

to (25), somewhat arbitrarily assigning errors �Ii = 10−3 Îi . Finally,

we add one more term, χ 2
G, to measure how well our models fit both

the unnormalized second moments from Graham et al.’s (1998) data

and the corresponding PSF-convolved surface brightnesses, again

assuming fractional errors of 10−3 in the latter. Adding all these

measurements together, the final χ 2 of our model is

χ 2
m[ψ, fk] = χ2

AO + χ 2
I + χ 2

G, (27)

which, for fixed potential ψ , depends quadratically on the orbit

weights fk. We use a standard non-negative least-squares algorithm

(Lawson & Hanson 1974) to find the non-negative set of fk that

minimize it. Unlike most other orbit-superposition methods, we do

not include the luminosity density j(r) in this fit explicitly, but use

the surface brightness profile I(R) instead. Our reason for this is

that, unlike j(r ), I (R) is (in principle) directly measurable and can

therefore be assigned meaningful error bars. We do not expect real

galaxies to have perfectly constant mass-to-light ratios and, in the

absence of anything better, use j(r) merely to estimate the stellar

contribution to the overall potential.

6.3.2 VP histograms

Unlike the Gauss–Hermite coefficients above, there is no simple way

to compare the VP histograms found in Section 3.2 against models:

in addition to the unavoidable correlations among the Li, there are

complicated biases introduced by the penalty function (15). So, we

simply refit the VP histograms using the same nv velocity bins for

which we calculate the models’ VPs in Section 6.2, reflecting the

VPs about v = 0 in order to make them symmetric. The procedure

is as follows:

(i) First find the best-fitting template fraction, continuum level

and normalization. Find the f , ci and smoothed Li that minimize
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Figure 6. Plot of the first four eigen-VPs of one of our spectra obtained by

diagonalizing χ s of equation (7). Any (symmetric) VP can be expressed as

a weighted sum of eigen-VPs (equation 29), in which case the errors in the

weights are independent. We have divided each of the VPs plotted here by its

corresponding eigen-error so that the scale of each gives a direct indication

of the uncertainty in its weight.

the penalized χ 2
p = χ2

s + P[Li] for k = 1, where χ 2
s and the penalty

function P are given by equations (7) and (15) respectively. The

best-fitting normalization factor is then k−1 = ∑
i (vi+1 − vi )Li .

(ii) Holding k, the ci and f fixed, find the formal best-fitting VP

histogram (L̂1, . . . , L̂nv
) to the unpenalized χ2

s (7).

The best-fitting VP L̂ is in general unphysical, with many L̂ i <

0, but we use it only because it locates the minimum of the χ 2
s

quadratic form. Let us write our formal best-fitting VP histogram

as the column vector L̂ ≡ (L̂1, . . . , L̂nv
)T and consider another

L ≡ (L 1, . . . ,L nv
)T. Once k, f and the ci have been fixed, equation

(7) becomes

χ 2
s (L) = χ2

min +
nv∑

i=1

(
ei · L − ei · L̂

�i

)2

, (28)

where e i are the eigenvectors of the Hessian ∂2χ2
s /∂Li ∂Lj and

the eigen-errors �i are related to the eigenvalues λi through �i ≡√
2/λi . So by taking the projections

L ′
i ≡ e j · L, (29)

of L along the full set of ‘eigen-VPs’ e j , one tests directly how

well it reproduces the observed galaxy spectrum. We note that our

method is essentially a restatement of the work of De Rijcke &

Dejonghe (1998) using the language of eigen-VPs. Fig. 6 plots the

first few eigen-VPs of one of our spectra. Unlike the terms in a

Gauss–Hermite expansion (9), they do not taper off rapidly at high

velocities.

Summing the results of (28) for each VP and neglecting the χ2
min

terms, a model with DF ( f 1, . . . , fn) has

χ 2
H =

nAO∑
i=1

nv∑
j=1

[
L̂ ′

i j − (1/ Îi )
∑n

k=1
fk L ′(k)

i j

�i j

]2

, (30)

where L ′(k)
i j is obtained from L (k)

i j through (29). Apart from re-

placing χ2
GH in equation (27) by (30), our procedure for fitting

models to VP histograms is identical to that for Gauss–Hermite

coefficients.

6.4 Results

We have calculated the projection coefficients L (k)
i j (ψ) and I (k)

i (ψ)

for nE × n J = 200 × 40 DF components (equation 17) in a range

of potentials ψ . Our main results below are obtained using coeffi-

cients calculated for BH masses M•/109 M� = 0, 0.25, . . . , 3.75

with a single mass-to-light ratio, ϒ 0 = 8.5ϒ�. Since the projec-

tion coefficients scale straightforwardly with mass, we can use the

method of Section 6.3 to fit models with other values of ϒ provided

we remember to scale M• by ϒ/ϒ 0 and the bins vj of the velocity

histograms (19) by
√

ϒ/ϒ0.

On Fig. 7 we plot the result of using (27) to fit the Gauss–Hermite

coefficients (h0, h2, . . . , hN) for the cases N = 4 and 6. In each

case we have extracted VPs from spectra assuming that hi = 0 for

i >N . Marginalizing ϒ , the former yields a moderately firm BH

mass M• � 2.3+1.1
−0.9 × 109 M�. Including h6 in the fit, however,

results only in the upper bound, M• < 1.6 × 109 M�, statistically

consistent with the N = 4 result. To test whether this could be a result

of the best-fitting template fraction f , continuum ci or normalization

k (Section 3) changing as we change N, we have repeated our N =
6 model fit omitting the coefficient h′

j (equation 24) with the largest

eigen-error � j . The resulting χ2
m (M•, ϒ) contours are broadly sim-

ilar to the N = 4 case, suggesting that the shift in the location of the

minimum in χ2
m is a genuine effect caused by the extra information

contained in the h6 parameter, and not by systematic changes in the

fitted continuum or normalization.

These results are perhaps unsurprising when one recalls that our

results in Section 4 indicate that NGC 1399 has very strongly non-

Gaussian central VPs. Although it would be a mildly interesting

exercise to test the effects of fitting to h8 and even higher-order

terms, we now simply drop the Gauss–Hermite parametrization and

turn to fitting eigen-VPs. Fitting models to the full set of eigen-VPs

yields the result plotted in the bottom right of Fig. 8. The best-

fitting BH mass, 1.2+0.5
−0.6 × 109 M�, is consistent with the results

from the Gauss–Hermite fits, but has smaller error bars. The other

panels on the figure show the effect of rearranging the eigen-VPs

in order of increasing eigen-error and fitting only the first N for

each spectrum. The case N = 3 yields results that look qualitatively

similar to our sixth-order Gauss–Hermite fit, while adding one more

eigen-VP introduces a useful lower bound on the BH mass. The

results for N = 5 are very similar to fitting the full N = 24: in fact,

it is impossible to distinguish between N = 6 and 24 by eye.

Since the the N = 24 model is essentially a direct fit to the galaxy

spectrum, we adopt its best-fitting M• = 1.2+0.5
−0.6 × 109 M� as

our best estimate of the BH mass in NGC 1399. Fig. 9 plots the

anisotropy parameter of one of the best-fitting models in this range.

Our models have moderate radial anisotropy (β ≈ 0.3) between 2

and 30 arcsec, similar to the results found by Saglia et al. (2000) in

their models of NGC 1399. At larger radii the orbit distribution in

our models becomes tangentially biased, which is what one expects

from fitting a constant mass-to-light ratio model to a galaxy with a

massive dark halo. Much more surprisingly, however, our models

become extremely tangentially biased in the innermost arcsecond,

which is where we find the interesting kinematic and photometric

features.
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Figure 7. The χ2
m (M•, ϒ) contours (27) obtained by fitting dynamical models to Gauss–Hermite parametrizations (Section 3.1) of our spectra and to the

velocity dispersion profile measured by Graham et al. (1998). Successive contour levels have �χ2
m = 1. The models have 200 × 40 DF components (17) and

fit (h0, h2, . . . , hN ) extracted from spectra under the assumption that hi = 0 for i >N . The left panel shows results for N = 4, the right for N = 6. The x-axis

is both cases is the BH mass scaled by ϒ 8.5 ≡ ϒ/8.5ϒ�. Mass-to-light ratios ϒ are V band.

Figure 8. As for Fig. 7, but fitting to eigen-VPs (Section 6.3.2) instead of Gauss–Hermite coefficients. The first three panels show the results of fitting only

to the first 3, 4 and 5 eigen-VPs of each spectrum. The last shows the results of fitting to the full spectrum by using all 24 eigen-VPs.
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Figure 9. Anisotropy parameter β ≡ 1 − σ 2
θ /σ

2
r of a typical model (M• =

109 M�, ϒ = 8.5ϒ�), averaged over five shells per decade in radius.

6.5 Tests

Our best-fitting BH mass remains unchanged if we change the num-

ber of DF components we use in the models: models using 100 ×
20 components instead of 200 × 40 yield the same result. We find

no evidence for the flat-bottomed χ2
m profiles claimed by Valluri,

Merritt & Emsellem (2004) (albeit for the axisymmetric case), even

though our models sample (E, J 2) phase space a factor ∼20 more

densely than theirs. We have tried varying the extent and widths

of the velocity bins we use when we fit VPs, but the BH mass is

unchanged whether we take 24 fine 25 km s−1 wide bins extend-

ing to 1200 km s−1 or 20 coarse 100 km s−1 wide bins extending to

2000 km s−1.

The assumed width of the velocity bins does affect the models in a

slightly more subtle way, however. When we rescale our base ϒ 0 =
8.5ϒ� models to a new mass-to-light ratioϒ , we scale their velocity

bins by an amount
√

ϒ/ϒ0 and re-extract VPs from spectra using

the the new bin widths. Therefore, values of χ2
s (L) from (28) for

different ϒ are not strictly directly comparable. To test the effects of

this, we have calculated coarser 100 × 20 component models using

24 bins of fixed width 50 km s−1 on a grid of potentials with ϒ/ϒ�
running from 7.2 to 10.6 in 0.2 steps and M•/109 M� running from

0 to 3.75 in 0.25 steps. The only notable difference between the

resulting χ 2
m (M•, ϒ) and the plots in Fig. 8 is that the range of

acceptable ϒ increases to (9 ± 1)ϒ�. The BH mass is unaffected.

6.6 Caveats on BH mass

Despite these reassurances, there nevertheless are some shortcom-

ings of the models and data upon which this BH mass is based:

(i) We follow the usual ‘extended Schwarzschild’ procedure from

which the majority of existing stellar-dynamical BH masses have

been obtained and consider only the very best orbit distribution fk for

each potential. This best-fitting distribution is typically very spiky,

with only ∼140 non-zero fk out of 200 × 40! One way around this

would be to apply some kind of regularization to the fk (Thomas

et al. 2005), but the biases introduced by this procedure are not well

understood (Valluri et al. 2004).

(ii) Because of the huge freedom in fitting the fk, the best-fitting

model should have a very low χ2
m. For example, in Monte Carlo ex-

periments with synthetic data sets of toy galaxy models we typically

find χ 2
m ∼ N data/3, where N data is the number of data points fitted in

the models. For our real NGC 1399 data, however, our best-fitting

χ2
GH and χ 2

H are usually at least as big as the number of parameters

we use to describe our kinematics. This is probably due to our ne-

glect of the systematic errors (Sections 2.3 and 4.2). In contrast, the

fit to the full surface brightness profile and to the outer dispersion

profile is astonishingly good, with χ2
I + χ 2

G ∼ 3, making our total

χ 2
m relatively low.

(iii) Finally, our models assume that the galaxy is spherical and

non-rotating, despite the clear evidence to the contrary. Neverthe-

less, the models do seem to require a strong bias towards circular

orbits in the central 0.5 arcsec.

7 C O N C L U S I O N S

Using NAOS-CONICA at the VLT, we have successfully measured

the central kinematics within the SoI of NGC 1399 (r ∼ 0.34 arcsec)

with a resolution (FWHM) of ∼0.15 arcsec (14 pc, Section 2.5) us-

ing adaptive optics correction on a bright reference star 17.6 arcsec

away.

Alone, the kinematics extracted from the Ca I feature at 2.26 μm

and the CO bands after 2.3 μm establish the presence of veloc-

ity gradient within a radius of ∼0.5 arcsec (48 pc), suggestive of a

kinematically decoupled core.

Ks band imaging reveals offset and elongated isophotes within

a radius of 0.2 arcsec (19 pc) that are not visible in H-band HST
images. Such inner structure is reminiscent of that seen in other core

ellipticals. The non-parametric VPs corresponding to this region

also show an unusual velocity structure that may be consistent with

the presence of an eccentric disc around the BH, akin to that of M31.

We have demonstrated that errors in the Gauss–Hermite coeffi-

cients hj extracted from real galaxy spectra are not independent,

and have shown a simple way of taking the covariances among the

hj into account when fitting dynamical models. The VPs near the

nucleus of NGC 1399 are strongly non-Gaussian, however, and are

not well described by a low-order Gauss–Hermite expansion. We

show that the ‘eigen-VPs’ obtained by diagonalizing (7) are a more

useful way of describing VPs, at least for numerical purposes.

Subject to the caveats of Section 6.6, our best estimate for the

mass of the BH in NGC 1399 is 1.2+0.5
−0.6 × 109 M�, obtained by

fitting spherical dynamical models directly to our observed spectra.

The models are based on the usual extension of Schwarzschild’s

method to the problem of potential estimation. Taken at face value,

they place this galaxy on the M•–σ plane mid-way between the

predictions of T02 and FF05, being consistent with both. The best-

fitting model also becomes extremely tangentially anisotropic in the

innermost 0.5 arcsec.

We have demonstrated that AO observations are a viable alterna-

tive to HST when measuring black hole masses and can break the

mass–anisotropy degeneracy even in the most massive, non-rotating

elliptical galaxies. The difficulty in interpreting these long-slit data

emphasizes the need for high-S/N AO-assisted integral-field obser-

vations to further understand the kinematic and photometric features

discovered here.
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